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Abstract

In this report, we illustrate the performance of Transmission Control Protocol (TCP) in an overlay Cognitive Radio (CR) network under Dynamic Spectrum Access (DSA). We show that the performance of TCP in overlay CR networks that implement DSA to be quite different from its performance in conventional networks, which do not allow DSA. The key difference is that secondary users in an overlay CR network have to cope with a new type of loss called service interruption loss, due to the existence of primary users. We demonstrate on an NS2 simulation testbed the surprising result: Excessive radio resource usage leads to a decrease in aggregate TCP throughput. This behavior is in contrast to the behavior of TCP in conventional networks, where throughput increases monotonically with the available radio resource.
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Chapter 1

Introduction

Cognitive Radio (CR) is an emerging communications paradigm, wherein a wireless transceiver unit can sense the surrounding environment and adapt itself accordingly. Cognitive radio technology, along with Dynamic Spectrum Access, has the potential to alleviate the shortage of radio resource. For many years, it was believed that the spectrum shortage was due to an increasing number of wireless applications, and their substantial bandwidth usage. However, spectrum measurements in Washington, D.C., New Orleans, San Diego, Atlanta, Chicago, and other metropolitan areas show that vast portions of licensed spectrum are not in use (i.e., they are underutilized) [1]. This finding suggests that an improvement in spectrum utilization can alleviate the spectrum shortage problem. A transceiver equipped with the cognitive radio capability can access and release the spectrum with more agility. Such agility can allow secondary users (who are unlicensed) to access the spectrum when primary users (i.e., spectrum licensees) are inactive. Referred to in the literature as Dynamic Spectrum Access (DSA), this ap-
approach clearly reduces spectrum underutilization, and hence alleviating the spectrum shortage problem.

Most of the CR research focused at the lower layers (i.e., physical and MAC layers) of the network protocol stack. Despite sporadic works that study routing issues in CR networks, no work to date has considered transport layer issues in CR networks [2]. In this report, we study the performance of Transmission Control Protocol (TCP) in a CR network.

TCP has become a ubiquitous transport layer protocol for reliable non-real time data transmission over the internet. TCP was originally designed to control network congestion in wired networks, and was later enhanced to cope with channel errors in wireless networks [3]. The advent of DSA introduces a new type of packet loss called the service interruption loss (see the definition in Section 3.2), in addition to the existing packet losses resulting from network congestion and channel errors. Consequently, there is a strong motivation to study the performance of TCP under service interruption loss in CR networks that employ DSA.

This report provides a detailed survey of CR networks. We present their salient features, access techniques, and architectures. We also discuss a surprising result regarding TCP performance in overlay CR networks (see the definition in Section 2.3): the TCP throughput of a secondary user does not always increase with the available radio resource. Due to service interruption from the primary user, TCP performance of a secondary user could degrade when it tries to acquire too much radio resource. This finding poses the need to optimally control how secondary users obtain the radio resource, in order to fully utilize the available radio resource.
The rest of this report is organized as follows. Chapter 2 discusses CR evolution and provides a survey of various regulatory issues, access techniques, and architectures proposed in the literature. Chapter 3 describes the basic operation of TCP in conventional networks, and emphasizes the need to study TCP performance over a CR network. Chapter 4 shows our simulation study of TCP performance in CR networks allowing DSA. Finally, conclusions are given in Chapter 5.
Chapter 2

Cognitive Radio : Evolution, Access Techniques and Architectures

2.1 Evolution and Salient Features of Cognitive Radio

Cognitive Radio (CR) is a key enabling technology to achieve Dynamic Spectrum Access (DSA) of licensed bands of the spectrum. The current interest in CR technologies is due to a report published by the Federal Communications Commission (FCC) pointing out that vast portions of the spectrum are underutilized [1]. This finding suggested that granting access to unlicensed users could lead to significant improvement in spectrum utilization.

The term Cognitive Radio was coined by Mitola III in [4], although its
genesis can be traced to the concept of Software Defined Radio (SDR). According to the FCC, “an SDR is one in which operating parameters such as frequency range, modulation type or output power can be altered by software without making any changes to the hardware components”. Taking the definition of SDR a step further, Mitola III defined CR as “an SDR that senses its environment, tracks changes and reacts accordingly” [4].

Cognitive radio is characterized by two main features:

- **Cognitive capability**: This refers to the ability of the radio to identify spectrum opportunities and adapt to the situation accordingly. The typical steps involved in this adaptive operation are spectrum sensing, spectrum analysis and spectrum decision. Spectrum sensing involves detection of white spaces (i.e., the spectrum portion that is not in use). Spectrum analysis involves analyzing the characteristics of the detected white space (e.g., characterizing the white space based on its time-varying radio characteristics and the primary user activity). The spectrum decision specifies the action (e.g., adjusting transmission rate, power levels, and/or bandwidth) which should be taken after spectrum sensing and analysis [2] [5].

- **Reconfigurability**: This refers to the ability of the radio to be configured dynamically according to the environment. The various parameters that can be reconfigured are, for example, operating frequency, modulation type and transmission power [5].

A general CR network consists of two sub-networks: a primary network and a secondary network. The primary network consists of primary users and
the primary base station, whose function is to control and regulate the users of the network, similar to a cellular system. The secondary network does not own a license and tries to utilize the spectrum in an opportunistic manner. A secondary network, may or may not have a base station, depending on the architecture (see Section II-C).

We note that CRs can be conceived for even the unlicensed bands of the spectrum, as noted in [2]. However, in this report we focus our attention on CR networks for access to the licensed bands only.

2.2 Spectrum Access Policy: Own It? or Share It?

The inception of cognitive radio has raised spectrum regulatory issues. Two schools of thought—namely Property Rights and Spectrum Commons—are being debated extensively [6]. Advocates of Property Rights argue that spectrum owners should have an absolute right over their spectrum. Proponents of Spectrum Commons, on the other hand, believe that sharing spectrum would be more efficient, and will greatly alleviate the problem of spectrum under utilization. Hence, there are constant regulatory and legal policy discussions on these two conflicting ideas, the result of which is still inconclusive.

2.3 Access Techniques for CR Networks

Access techniques for CR networks can be classified into two types:
• **Overlay Approach (or Interference-Free Approach):** In this approach, the secondary users access the portion of the spectrum that is not used by primary users. As a result, there is virtually no interference to the primary users. We refer CR networks that employ overlay access techniques as *Overlay CR networks*.

• **Underlay Approach (or Interference-Tolerant Approach):** In this approach, the secondary users access the network by spreading their signals over a wide frequency band. The underlay approach imposes severe constraints on the transmission power of secondary users. Operating below the noise floor of primary users, the secondary users are allowed to interfere with primary users up to a certain tolerable level. We refer CR networks that employ underlay access techniques as *Underlay CR networks*.

The current spectrum management policy adopted by the FCC, based on the Property Rights model, does not allow secondary user operation in the licensed spectrum, irrespective of the access techniques. Hence, there may be regulatory and legal discussions on how secondary users should operate in the licensed spectrum.

### 2.4 Architectures for CR Networks

The architecture for CR networks can be either *centralized* or *distributed*. Table I summarizes various CR architectures proposed in the literature.
<table>
<thead>
<tr>
<th></th>
<th>Centralized</th>
<th>Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sensing entity</strong></td>
<td>Secondary users / Spectrum broker</td>
<td>Secondary users</td>
</tr>
<tr>
<td><strong>Spectrum broker</strong></td>
<td>Separate Entity / Primary base station / Secondary base station</td>
<td>None</td>
</tr>
<tr>
<td><strong>Access granted to</strong></td>
<td>Primary and Secondary users</td>
<td>Secondary users</td>
</tr>
</tbody>
</table>

### 2.4.1 Centralized CR Network Architectures

A general centralized network architecture consists of two main entities. One is a base station, which schedules the data transmission of users in the network. Another entity is the spectrum broker, which is responsible for allocating the radio resource to users (primary, secondary, or both). The spectrum broker can be a primary base station, or a secondary base station [2], or a dedicated entity dealing with spectrum allocation [7] [9]. The sensing functionality in a centralized CR network can be performed by secondary users or the spectrum broker. The sensed spectrum information is used by the spectrum broker to create a spectrum allocation map for radio resource allocation.

The followings are examples of the centralized CR architectures proposed in the literature. A more comprehensive survey of CR architectures is given
• Spectrum pooling: In this architecture, spectrum from different owners is put together in a common pool [7]. The architecture is based on the well-known Orthogonal Frequency Division Multiplexing (OFDM). The advantage of an architecture based on OFDM is that interference to the primary users can be minimized by allocating zero power to the subcarriers occupied by them.

• DIMSUMnet (Dynamic Intelligent Management of Spectrum for Ubiquitous Mobile network) [9]: In DIMSUMnet, a spectrum broker owns a contiguous chunk of spectrum called the Coordinated Access Band (CAB)\(^1\). The CAB is then leased according to requests from different users, for a specified time.

2.4.2 Distributed CR Network Architectures

This type of architecture has no centralized agent like a spectrum broker or a base station to coordinate spectrum access of secondary users. It is similar to that used in wireless ad hoc networks. The main difference from wireless ad hoc networks is the presence of primary users and service interruption loss, which will be defined in Section 3.2.

Distributed CR networks can be classified into cooperative or non-cooperative networks. In a cooperative network, the users share the interference information and determine spectrum allocation based on this shared information.

\(^1\)CABs can be designated frequency bands in cellular, PCS, or TV broadcasting systems.
In a non-cooperative network, the users access the spectrum based on local policies, since there is no communication regarding interference information among users of the network. In general, the cooperative approach achieves better throughput than the non-cooperative approach. However, a cooperative approach may incur extra overhead owing to the communication among users.

We now briefly summarize the existing distributed CR network architectures:

- **CORVUS (COgnitive Radio approach for usage of Virtual Unlicensed Spectrum)** [8]: In CORVUS, secondary users form a communication group called a Secondary User Group (SUG). The secondary users in an SUG help each other in sensing the channel for primary user activity. If primary users are inactive on a channel, then SUG takes that channel for communication within the group.

  We note that CORVUS can be used even in the centralized mode. In each SUG, a secondary user could be selected to control spectrum access of other secondary users.

- **Nautilus [10],[11]**: This project devises distributed, efficient, and scalable algorithms for spectrum sharing in CR ad hoc networks. The project proposes spectrum access algorithms based on two approaches: one based on graph coloring [10], and another based on local bargaining [11]. In the former approach, the spectrum allocation is transformed into a graph-coloring problem, where a secondary user corresponds to a vertex, while a radio channel corresponds to a color. Since a graph-
coloring problem is NP-hard, the authors propose heuristic approximation algorithms to solve the problem [10]. In the latter approach, the secondary users affected by topological changes form local bargaining groups and adapt their spectrum assignment to a new optimal conflict free assignment [11].
Chapter 3

TCP in Conventional versus Cognitive Radio (CR) Networks

3.1 TCP in Wired and Conventional Wireless Networks

TCP was originally conceived for wired networks as a means to avoid and control network congestion, and to provide reliable end-to-end delivery of user data. Whenever the sender identifies loss of data (either in the form of several duplicated acknowledgments or an absence of acknowledgment for a timeout interval), TCP reacts to the loss by reducing its transmission window size before retransmitting packets. This reduction in window size eases the load on intermediate links, hence controlling congestion in the network. The
subsequent increase in window size depends on whether TCP is in slow start phase or congestion avoidance phase. In the slow start phase, the window size grows linearly, in response to every acknowledged packet, while the window size grows sub-linearly in the congestion avoidance phase. In general, the essential functionality of TCP remains the same, despite the modifications to improve its performance. For example, TCP variants, namely, TCP-Tahoe, TCP-Reno and TCP-Vegas, implement the same window based adaptation mechanism, but have minor differences.

TCP was originally developed for wired networks, and later enhanced for wireless networks. Unlike in a wired network where packet loss is mainly caused by congestion, the majority of packet loss in a wireless network is due to channel errors (caused by fading, interference and shadowing) or packet collision (i.e., when more than one mobile accesses the channel simultaneously). While two consecutive packet losses due to network congestion are highly correlated, those due to channel errors or collision may not be related at all.

In general, the suggested solutions to improve performance of TCP in wireless networks are classified into three basic groups based on their fundamental philosophies: end-to-end solutions, split-connection solutions and link-layer solutions [3]. Among these three solution approaches, the link-layer solution is the most popular, since it does not require any modification of the network architecture or TCP operation.
3.2 Service Interruption Loss in Overlay CR Networks

The concept of DSA introduces a new type of loss called the service interruption loss for the secondary users of an overlay CR network. Service interruption loss refers to the loss experienced by secondary users due to the intervention of primary users while transmitting the data. The service interruption loss is absent in the underlay CR networks, since in an underlay approach, the secondary users operate much below the power level of the primary users, hence ruling out the possibility of collisions with the primary users of the spectrum.

The amount of service interruption loss for the secondary users of the overlay CR network is determined by the amount of primary user activity in the network. To capture the amount of primary user activity, we define load factor \( A \) as the amount of traffic all the primary users generate on a single channel. Mathematically, it is stated as

\[
A = \frac{T_{ON}}{T_{ON} + T_{OFF}} \times \frac{N_p}{L},
\]

where \( T_{ON} \) and \( T_{OFF} \) denote the mean ON time and OFF time of the primary users, \( N_p \) denotes the number of primary users, and \( L \) denotes the total number of channels in the spectrum.

The rationale behind Equation (3.1) is as follows. First, the average traffic generated by each primary user is \( T_{ON}/(T_{ON} + T_{OFF}) \). Hence, the total traffic generated by all the primary users is \( N_p \cdot T_{ON}/(T_{ON} + T_{OFF}) \). Since this traffic is generated over \( L \) radio channels, the total traffic (or load) generated by the primary users on a single channel is given by \( (A) \) defined
as in Equation (3.1). In words, if the traffic generated by all the primary
users is distributed equally among all the radio channels, then $A$ in Equation
(3.1) denotes the amount of primary user traffic on one radio channel. For
example, $A = 0.5$ implies that every radio channel is used by all primary
users, on an average for 50% of the time. In general, an higher value of the
load factor ($A$) implies lower aggregate TCP throughput of the secondary
users.

The service interruption loss is different from the following three major
losses that occur in a conventional network. First, the losses due to network
congestion are usually caused by buffer overflow, and are assumed correlated.
Second, the losses due to channel errors depend on channel characteristics.
Depending on whether the user is moving slowly or rapidly the losses due to
channel errors can be assumed correlated or independent. The third and final
type of losses are due to the collision between various users of the network,
that depend on the underlying Medium Access Control (MAC) mechanism.
The service interruption loss due to DSA on the other hand, does not de-
pend on network conditions, channel characteristics, nor on the underlying
MAC mechanism. It depends on the amount of primary user activity in the
spectrum, which in turn depends on extraneous factors such as geographical
location, and time of the day. The report in [1] notes that, in a given geo-
graphical area for most part, the spectrum is devoid of primary user activity.
In such cases, the duration of service interruption loss may be small, since it
is possible for the secondary user to find an alternate channel for transmis-
sion almost immediately. However, if a given geographical region has heavy
primary user activity, then it may not be possible for the secondary user to
find an alternate channel immediately, and hence leading to a longer duration of the service interruption loss.

TCP performance under the congestion losses, channel error losses, and/or data collision losses has been studied extensively. However, due to the service interruption loss, TCP performance in an overlay CR network could be significantly different from that in a conventional network. This poses a clear need to study TCP performance in an overlay CR network. As we shall see from our simulation study presented in the next section, a definite number of channels must be carefully chosen in order to optimize TCP performance in an overlay CR network.
Chapter 4

Simulation Study of TCP Performance in an Overlay Cognitive Radio Network

4.1 System Model of an Overlay CR Network

In this report, we consider an overlay CR network with $N_p$ primary users and $N_s$ secondary users (see Fig. 4.1). Primary users send their data to a primary network via its base station. On the other hand, each secondary user transfers a file with infinite size to the server connecting to its base station. Both primary and secondary users share $L$ radio channels to communicate with their base stations. We assume that the data rate and propagation delay of each radio channel are $b_r$ bps and $d_r$ seconds, respectively. Also, the link which connects the base station and the server has a data rate of $b_l$ bps and a propagation delay of $d_l$ seconds. Each secondary user is allowed to
access the free channels only. While using a channel, a secondary user may be asked (by a primary user) to give up its ongoing transmission, and return the channel to the primary user. In this case, the packet transmitted by the secondary user will be lost due to service interruption.

We model the primary user activity according to a continuous-time Markov chain with two states namely, ON and OFF respectively. This modeling assumption implies each primary user generates a data packet that holds the channel for an exponentially distributed time with mean $T_{ON}$. After transmitting a packet, a primary user turns OFF for an exponentially distributed time with mean $T_{OFF}$. When switching to an ON state, a primary user will first look for a free channel to transmit data. If there is no free channel, a primary user will force one of the secondary users (if any) to give up transmission on the radio channel. If all the channels are occupied by primary users, the new primary user will not be able to transmit its data.

Each secondary user transfers a file by using TCP as its transport layer protocol. Again, based on a perceived packet loss pattern, TCP feeds and stops feeding packets to the underlying link layer. A secondary user attempts to transmit each link layer packet according to the following spectrum access mechanism. At any time, a secondary user can access a maximum of $L_s$ radio channels which implies there are always $(L - L_s)$ channels reserved for the primary users. Among the $L_s$ number of channels, a secondary user chooses to transmit (or) not to transmit on a free channel with probability $p$ and $1 - p$, respectively. If more than one secondary user chooses to transmit

\footnote{This type of random access is widely used for ad hoc wireless networks, where there is no base station to control and coordinate the transmission of secondary users.}
Figure 4.1: System model of an overlay CR network: $N_p$ primary users and $N_s$ secondary users access their base stations via $L$ shared radio channels. Each radio channel has a bandwidth of $b_r$ bps. The primary base station connects to the primary network, while the secondary base station connects to a server via a wired link with a bandwidth of $b_l$ bps. When needed, a primary user can force a secondary user to give up transmission, so that it can use the released channel.
on the same channel simultaneously, all the transmitted packets will be lost. The above access mechanism is invoked repeatedly until all the link layer packets are transmitted or the number of occupied channels is greater than $L_s$.

4.2 Simulation Parameters

We run the simulation using an open source network simulation tool NS2. Unless specified otherwise, we assume $N_p = 30$, $L = 20$, $T_{OFF} = 0.1$ seconds, $b_r = 100$ Kbps, $d_r = 2$ milliseconds, $b_l = 100$ Mbps, and $d_l = 2$ milliseconds. The value of $T_{ON}$ is determined by the choice of the load factor value ($A$). The value of $b_r$ chosen above is typical for wireless data applications. For example, the CDMA 2000 1xEV-DO standard (which is one of the six radio interfaces under IMT-2000) supports a maximum data rate of 154 Kbps [12]. We run the simulation for a duration of 500 seconds, which we found to be sufficient for TCP to reach its steady state. Each secondary user employs TCP new Reno\(^2\) to upload the file, and chooses transmission probability value ($p$) equal to $1/N_s$, where $N_s$ denotes the number of secondary users\(^3\). Finally, we assume there are no losses due to channel errors (or) buffer overflow on all the TCP flows of secondary users.

\(^2\)TCP New Reno is an improved version of Reno that avoids multiple reductions of congestion window size when several TCP packets from the same window of data are lost [13].

\(^3\)This choice of $p = 1/N_s$ minimizes the collision probability among $N_s$ secondary users.
4.3 Simulation Results

Fig. 4.2 shows the plot of aggregate TCP throughput of secondary users versus the maximum channels for secondary users \( L_s \), for the case when there are no primary users i.e., \( N_p = 0 \). With no primary users, this case corresponds to a conventional random access ad hoc network. As can be seen from Fig. 4.2, without the service interruption from the primary users, the aggregate TCP throughput of the secondary users increases monotonically as \( L_s \) increases. In a random access, there is no collision for \( N_s = 1 \). Therefore this case has higher aggregate TCP throughput than the multi-user case (i.e., \( N_s = 5 \) and \( N_s = 10 \)). Note that the aggregate TCP throughput for \( N_s = 1 \) saturates at \( L_s = 18 \), since the TCP window size has reached its maximum value. However for the multi-user case (i.e., \( N_s = 5 \) and \( 10 \)), the aggregate TCP throughput increases continuously, since in these cases the TCP window size has not reached its maximum.

Fig. 4.3 shows the impact of service interruption on the aggregate TCP throughput of secondary users. Here, we set the number of primary users \( (N_p) \) equal to 30. In this case, the throughput gradually increases as the maximum channels for secondary users \( (L_s) \) increase up to a certain point, beyond which the throughput decreases. Hence, there exists a well defined optimal value of \( L_s \) (denoted by \( L_s^* \)) which maximizes the aggregate TCP throughput.

This non-monotonic behavior of TCP in Overlay CR networks that implement DSA can be explained as follows. Intuitively, as the maximum channels for secondary users \( (L_s) \) increase, we expect an increase in aggregate TCP throughput. However, an increase in \( L_s \) also increases the probability of ser-
Figure 4.2: Aggregate secondary user TCP throughput versus the maximum channels for secondary users ($L_s$) when $N_p = 0$. Due to the absence of service interruption from the primary users, this case is similar to an ad hoc network with random access. The figure shows that the aggregate TCP throughput of secondary users increases monotonically with $L_s$. 
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Figure 4.3: Aggregate secondary user TCP throughput versus the maximum channels for secondary users ($L_s$) in the presence of service interruption due to 30 primary users. The figure shows that the throughput is no longer monotone with respect to $L_s$. There exists a well defined optimal value of $L_s$ which maximizes the aggregate TCP throughput.
vice interruption from a primary user, leading to increased packet loss. This packet loss (detected via timeout or duplicated acknowledgement) leads to a decrease in TCP window size, and hence significant degradation of aggregate TCP throughput of secondary users. When adopting DSA in overlay CR networks, the secondary users need to be judicious in choosing the number of channels for data transmission.

We also observe from Fig. 4.3 that the optimal value of $L_s$ (denoted by $L^*_s$) also increases as the number of secondary users increases. Since every secondary user accesses the channel with the same probability $p = 1/N_s$, on an average, all the free channels are distributed equally among the secondary users. For example, suppose the number of free channels are 15. In a single-user case, all the 15 free channels are used by only one user. When $N_s = 5$, each secondary user employs, on the average, $15/5 = 3$ channels to transmit TCP packets. With a small number of channels per user, a success in single transmission could gain a significant increase in TCP throughput when compared to the packet loss due to service interruption. Therefore, the peaks (i.e., $L^*_s$) in Fig. 4.3 shift to the right as the number of secondary users increases.

Fig. 4.4 shows the variation of aggregate TCP throughput with respect to the maximum number of channels $L_s$ for different values of the load factor ($A$). In this case, we set $N_p = 30$ and $N_s = 10$, and the load factor $A$ is chosen to be 10%, 30%, and 50% respectively. A higher value of the load factor implies an increase in the probability of service interruption from the primary user, and also a decrease in the transmission opportunities for a secondary user. Hence, the aggregate TCP throughput of the secondary
users decreases as the load factor increases.

Fig. 4.5 plots the optimal value of $L_s$ (i.e., $L^*_s$) versus the load factor ($A$). We set the number of primary and secondary users to be 30 and 1, respectively. The non-monotone behavior of $L^*_s$ with respect to the load factor $A$ in Fig. 4.5 can be explained as follows. First, a small load factor implies that primary users rarely need the channel; service interruption is rare in this case. With small service interruption probability, a secondary user should take a chance and transmit on as many channels as possible to increase the TCP throughput. Secondly, as the load factor increases, the service interruption probability increases. In this case, we should decrease $L^*_s$ to avoid service interruption. The decrease of $L^*_s$ (with respect to $A$) stops, when the traffic load is extremely large. In this case, primary users tend to occupy all the channels for most of the time, and the secondary users may not be able to acquire a channel. Therefore, the secondary users should take a chance and transmit packets on as many channels as possible, even though they are prone to increased service interruption from the primary users. Due to the above non-monotone behavior, a secondary user needs to be judicious in setting the maximum number of channels for the secondary users viz., $L_s$.

Fig. 4.5 also shows the effect of radio channel bandwidth on $L^*_s$. An increase in radio channel bandwidth decreases packet transmission time. In this case, packet transmission could be complete before a primary user service interruption. Increasing radio channel bandwidth therefore decreases the service interruption probability. In a high bandwidth case, we can allow a secondary user to acquire more radio channels without increasing the risk of service interruption. Hence, we observe in Fig. 4.5 that increasing the radio
Figure 4.4: Aggregate secondary user TCP throughput versus the maximum channels for secondary users ($L_s$) for various values of load factor ($A$) with service interruption due to 30 primary users. The figure shows that the aggregate TCP throughput of secondary users decreases as the load factor increases.
Figure 4.5: Optimum number of channels ($L^*_s$) that a secondary user captures to maximize its TCP throughput versus load factor ($A$) for different values of bandwidth. The figure shows that for a given bandwidth, the optimal number of channels ($L^*_s$) captured is high for small and large load factor values, and low for moderate load factor values.
channel bandwidth can lead to a higher optimal value of $L_s$ (i.e., $L_s^*$).
Chapter 5

Conclusions

In this report, we reviewed the evolution of cognitive radio (CR), and the various architectures envisaged for its realization. The dynamic spectrum access (DSA) technique introduces a new type of loss called the service interruption loss for the secondary users in an overlay CR network. We showed via simulations that the TCP performance under service interruption loss in an overlay CR network is significantly different to its performance in a conventional network. In particular, we observed that in an overlay cognitive radio network that adopts DSA, there exists an optimal number of channels that the secondary users need to capture, to maximize their aggregate TCP throughput. After all, a secondary user cannot blindly utilize all the available channels and expect the best result.
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